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A Connected Dominating Set (CDS) can be used to construct a virtual backbone for
wireless and mobile ad-hoc networks to make the system hierarchical and efficient. A
virtual backbone can significantly improve network throughput, optimize broadband
utilization, extend network lifetime, and reduce interference as well as packet retrans-
missions. Calculating a minimum backbone for a network is critical to reduce routing
computation and energy consumption. This problem is a well-known NP-hard optimiza-
tion problem, which has various applications in practice. In this paper, we propose a new
problem based on customer fairness, which looks for a minimum CDS in a given com-
munication model with shortest path constraints. It guarantees that any two clients can
communicate with each other through this CDS with hop counts the same as the best
path from the original graph, which means that routing on such a CDS will not bring
additional traffic for every client. We name this problem as shortest path connected dom-
inating set (SPCDS) and prove its NP-hardness by reduction from Hitting Set. Then
we propose a centralized greedy algorithm and an efficient distributed approximation
algorithm with approximation ratio ∆ to solve SPCDS, where ∆ is the maximum vertex
degree in the given topology. We also analyze the time complexity, message complexity,
and evaluate the efficiency of our distributed heuristic by several numerical experiments
and comparisons with previous literatures.
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1. Introduction

Wireless communication networks have become increasingly popular for various
applications in recent decades. In a typical wireless network, each node transmits
packets through radio signals beamed within a given radio frequency radius [25].
If a receiver is located outside the transmission range of the sender, the sender
can send a packet via a multi-hop path, which travels through several intermediate
nodes. Generally, when a packet has been sent from one side of the link, an ACK
message is required to report a successful transmission [16], so it is more convenient
to operate the network if each link is bidirectional.

Since wireless networks lack physical infrastructure or dedicated devices that
serve as routers, any node can serve as an intermediate router. Thus within this
kind of network, finding an efficient way of routing is important, which can accom-
plish through topology control. Topology control is a strategy for energy-efficiency
to reduce the cost of routing (e.g. reduce the routing table size). It can significantly
improve network performance, optimize broadband utilization, extend network life-
time, and reduce interference as well as packet retransmissions [18].

There are two different types of topology control strategies. One is to select a
subset of nodes as a virtual backbone in a given graph. Nodes in this backbone
(dominators) are responsible for all routing work. Routing information is only kept
and maintained within dominators, and other nodes (dominatees) will send packets
to them. If some nodes move or leave the network, as long as they are not back-
bone nodes, routing is minimally disrupted. Besides, as routing information is only
exchanged between backbone nodes, communication cost will be reduced heavily.

Another topology control strategy is to reduce the interference of networks,
either by reducing the transmission range of each node, changing the topology of
subgraphs, or assigning a schedule [26] to avoid potential packet retransmissions [5].
In this paper, we focus on the first method: finding an efficient virtual backbone in
a given graph with some special constraints.

Usually, for a given communication graph G, we select a connected dominating
set (CDS) [20] to construct a virtual backbone. The formal definition is:

Definition 1.1 (Connected Dominating Set). Given an undirected graph G =
(V, E), a connected dominating set (CDS) is a vertex subset C ⊆ V satisfying:

(1) ∀ v ∈ V , either v ∈ C, or there exists a node u ∈ C, such that (u, v) ∈ E.
(2) The subgraph induced by C (represented by G[C]) is connected. G[C] is a

subgraph with all nodes in C, and all edges in E with both ends belonging
to C.

CDS is a graph model to represent a virtual backbone. Selecting a CDS with
small size can make the network system hierarchical and efficient. This problem is
critical to reduce routing computation and energy consumption. It is a well-known
NP-hard optimization problem, which has various applications in practice.



December 28, 2009 15:19 WSPC/257-DMAA 00034

Efficient Distributed Algorithms for Topology Control Problem 439

1.1. Previous literature

Many researchers worked on how to find a minimum CDS (MCDS) under different
situations. Garey and Johnson [12] proved that finding an MCDS is NP-hard in
general graphs by a reduction from the Set Cover Problem. Lund [22] and Feige [9]
showed that for any fixed number 0 < ε < 1, there is no polynomial time algorithm
with performance ratio ≤ (1−ε)H(∆) unless NP ⊂ DTIME[nO(log log n)], where ∆
is the maximum degree of the input graph and H is the harmonic function. Baker [4]
proposed a polynomial time approximation scheme (PTAS) for planar graphs.

Due to the homogenous nature of wireless networks, numerous previous works
consider their communication model under unit disk graph (UDG) [11, 29], a kind
of graph where each node has the same broadcasting radius and two nodes can
communicate if they are located within a fixed communication range of each other.
Clark [8] proved that minimum dominating set (MDS) remains NP-hard in UDG.
Lichtenstein [21] showed that MCDS is NP-hard in UDG. Many prior works pro-
vided constant-factor approximation for MCDS in UDG [1, 2, 6, 11, 13, 14, 23, 24].
Cheng et al. [7] and Hunt et al. [15] gave PTAS for computing a MCDS in UDG.

Later people generalized this model into disk graph (DG) [20, 27, 28], in which
nodes can have different transmission ranges, and each edge may not be bidirec-
tional. Zhang et al. [32] further extend this model into unit ball graph (UBG), a
generalized UDG in 3-dimensional space. For other variations, Ambuhl [3], Gao [10]
proposed a constant-factor approximation for the weighted CDS problem. Say, in
their graph model, each node has different weight and the goal is to find a min-
imum weight CDS (MWCDS). Some researchers also think about deploying some
new nodes to dominate the original network [17].

1.2. Problem statement

Although CDS is an efficient virtual backbone for routing protocols, if every node
sends packets through this backbone, the routing path between some pairs of nodes
might increase greatly. Figure 1 is an example showing this case. In this figure,
given a graph G, if v1 wants to send a packet to v7, it only needs to send the packet
through a path with 2-hop length, v1 → v6 → v7, shown as black arrows in Fig. 1(a).
However, if we select a CDS for G (shown as grey nodes in Fig. 1(b)), v1 must send
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Fig. 1. Unfairness for clients: (a) traffic in original topology; (b) traffic through CDS.
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packets via this CDS, which is a 4-hop path to v7 (v1 → v2 → v3 → v5 → v7). The
second path is twice as long as the first one. This example shows that CDS may
cause additional traffic for some clients, which creates unfairness and inefficiency.
However, if we insert v6 into this CDS, the total size of CDS only increases by one,
but the total traffic for v1 will reduce significantly. Therefore, we have a trade-off
between CDS size and client fairness.

Previous literature provided some results to deal with this constraint. Wu [31]
introduced a simple distributed algorithm to construct a CDS with all shortest
paths property, that is, all the intermediate nodes along all shortest paths from u

to v are included in this CDS. Each node can decide if it is part of the CDS given
information of its 2-hop neighborhood. This takes O(∆2) time and O(∆v) messages,
where ∆ is the maximum node degree in this communication graph.

They also provided pruning policies to deal with redundant nodes. Node u can
be removed from the CDS if it has a neighbor with greater id which covers all the
other nodes u covers, or if it has two neighbors with greater id which together cover
all nodes u covers. The pruned CDS may be smaller, but the all shortest paths
property is not maintained. And even with this extension, Wan [29] proves their
approximation ratio is O(n).

Wang [30] described a distributed algorithm for constructing a k-spanner. They
constructed a subgraph such that the shortest path between any two nodes is at
most a constant factor larger than the shortest path in the original graph. The
algorithm attempted to construct a spanner with few links and low node degree but
the number of nodes that must participate in routing may be large.

1.3. Our contribution

The goal for this paper is to find a CDS with small size, such that for any pair of
nodes, this CDS offers at least one path which has the same length as the shortest
path from the original graph. We name this problem as Shortest Path Connected
Dominating Set (SPCDS). We prove its NP-hardness by reduction from Hitting
Set, then prove that SPCDS is equivalent to another optimization problem named
SPP-2. Next, we proposed an efficient centralized greedy heuristic for SPP-2. Since
in wireless ad-hoc networks, each node will make its decisions independently accord-
ing to their local information, we also design a distributed approximation for SPP-2.
We provide correctness, time complexity, message complexity, and approximation
ratio for these two algorithms and then evaluate their efficiency by several simula-
tions. We compare the output with previous works in [31], which demonstrates that
the size of our solution is smaller. Our algorithm is the first distributed approach
to select a CDS which guarantees fairness for clients.

The rest of this paper is organized as follows. Section 2 provides some prelim-
inaries and shows the equivalence of SPCDS and SPP-2. In Sec. 3, we propose a
centralized algorithm to solve SPP-2, with performance analysis and detailed dis-
cussion. Section 4 describes a distributed version of the algorithm for SPP-2, with
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the help of a coloring procedure. In this section we also analyze the correctness,
time complexity, message complexity and approximation ratio for this algorithm.
Section 5 provides several numerical experiments to evaluate our algorithm. We
test our algorithm in different environments, and provide a comparison with opti-
mal solutions in small scale networks, and another comparison with Wu’s work [31]
in large scale networks. Finally, Sec. 6 gives the conclusion and future work.

2. Preliminaries

In this section, first we list several assumptions needed to model our problem,
and then predigest this problem into an equivalent problem, with several related
assumptions, concepts, and theorems.

2.1. Assumptions

We have the following assumptions for our communication model:

• The topology is stable during a period of time.
• We consider an arbitrary undirected graph.
• The distributed system is asynchronous.
• The network is homogenous. (Or the graph does not have weight function.)
• There is no failure in the system (e.g. no crashes).

2.2. Problem predigestion

We firstly define our problem named shortest path connected dominating set
(SPCDS), which includes the following requirements.

Definition 2.1 (SPCDS). Given an undirected connected graph G(V, E) where
V and E are the node and edge set of the graph, respectively. The shortest path
connected dominating set (SPCDS) problem is to find a set S ⊆ V such that

(1) S is a dominating set;
(2) the induced graph G[S] is connected;
(3) S satisfies the shortest path property — for any two nodes u, v, there is a

shortest path from u to v all of whose intermediate nodes are in S.

Note that for one-hop paths, we will not consider the shortest path property
(e.g. for a path (u, v), S may not include both u and v), since nodes at each side
can communicate directly.

We can see that SPCDS has three requirements. However, the first and second
requirements are superfluous. From the following analysis, we prove that they can
be removed so long as G is not a complete graph.

Lemma 2.2. If the shortest path property holds for S ⊆ V, and G is not a complete
graph, then S �= ∅.
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Proof. If G is not a complete graph, then ∃u, v ∈ G such that u and v are not
neighbors. By the shortest path property, S must contain the intermediate nodes
of a shortest path from u to v. Thus S �= ∅.

Lemma 2.3. If the shortest path property holds for S ⊆ V, and S �= ∅ then S is a
dominating set.

Proof. We pick up any u ∈ V , and u /∈ S. S �= ∅, so there exists some v ∈ S.
If u and v are neighbors, then u is dominated. If u and v are not neighbors, since
G is connected, there is some shortest path from u to v in G. By the shortest
path property, the intermediate nodes of at least one such shortest path are in
G, denoted as P (u, v) = {u, p1, p2, . . . , pt, v}. pi ∈ S, ∀ 1 ≤ i ≤ t. Then the first
intermediate node p1 dominates u. Since any arbitrary node not in S is dominated,
S is a dominating set.

By Lemmas 2.2 and 2.3, S is dominating if the shortest path property holds.
Thus we can delete condition (1) in Definition 2.1.

Lemma 2.4. If the shortest path property holds for set S, G[S] is a connected
graph.

Proof. We must show ∀ u, v ∈ S, there is a path from u to v using only
nodes in S. Such a path is guaranteed by shortest path property. Thus G[S] is
connected.

By Lemma 2.4, we can delete (2) in Definition 2.1. Then we get Theorem 2.5.

Theorem 2.5. If G is not a complete graph and S satisfies the shortest path prop-
erty (condition 3), S is a solution for SPCDS.

Since we are aiming at distributed algorithms, next we prove that SPCDS prob-
lem is equivalent to another problem, named SPP-2.

Definition 2.6 (SPP-k). Given a graph G = (V, E), let PS(u, v) denote the
shortest path between nodes u and v using only intermediate nodes in S, where
S ⊆ V . |PS(u, v)| is the length of this shortest path. A node subset S ⊆ V has the
shortest path property for length k (SPP-k) if ∀u, v ∈ V with |PV (u, v)| ≤ k, we
have |PS(u, v)| = |PV (u, v)|. The SPP-k problem is to find a minimum S ⊆ V such
that S satisfies the SPP-k property.

Here SPP-k property is the shortest path property for paths of length k or less.
It is easy to see that SPP-2 is a special case of SPP-k where k = 2. In SPP-2, we
are aiming at selecting a smallest subset S ⊆ V such that |PS(u, v)| = |PV (u, v)|
for every u, v with |PV (u, v)| ≤ 2, which means that u and v are connected by only
one intermediate node.

Theorem 2.7. SPCDS is equivalent to SPP-2.
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Proof. We use induction to prove the equivalence. Let D denote the diameter of
graph G. It is trivial if S satisfies SPP-D, S is a solution of SPCDS. Next, let’s
prove that if S satisfies SPP-2, then S satisfies SPP-k for any integer k > 2.

Assume for induction that SPP-n holds for S, n ≥ 2. Pick up any node pair
u, v ∈ V with |PV (u, v)| = n + 1, then there is a path of length n + 1 from u to
v written as PV (u, v) = {u, p1, p2, . . . , pn, v}. By the inductive hypothesis, there is
a path of length n from u to pn, with intermediate nodes x1, x2, . . . , xn−1; xi ∈ S,
∀ 1 ≤ i ≤ n − 1. Since xn−1 and v are both neighbors to pn, there is a path of
length 2 between them. Furthermore, xn−1 and v cannot be neighbors, otherwise
there is a path of length n from u to v. By the inductive hypothesis, there is a
path of length 2 between xn−1 and v with intermediate node xn ∈ S. Therefore,
x1, x2, . . . , xn are intermediate nodes in S along a path of length n + 1 from u

to v. So SPP-(n + 1) holds. This construction is shown in Fig. 2. By induction,
if SPP-2 holds, then SPP-k holds. Thus SPCDS problem is equivalent to SPP-2
problem.

Theorem 2.8. SPCDS problem is NP-hard.a

In the following sections, we will focus on algorithms for SPP-2, since its solution
will fit the requirements of SPCDS.

3. A Greedy Algorithm for SPP-2

3.1. Algorithm description

In this section, we will introduce a simple centralized greedy algorithm to solve
SPP-2. The idea is that we first consider all nodes in V as the required nodes, then
iteratively remove redundant nodes. The algorithm can be described in Algorithm 1.

To evaluate whether S–{v} satisfies SPP-2 in Line 6, we only need to check the
neighbors of v, to see whether they can find a path through S–{v} with 2 hops.

3.2. Performance analysis

In this subsection, we will go over GSPP-2 in detail by analyzing the performance
including correctness, time complexity, and approximation ratio.

u v

pn

x1 x2 xn-1 xn

p1 p2 pn-1

Fig. 2. Proof for Theorem 2.7.

aWe prove this theorem by a reduction from Hitting Set, which can be seen in Appendix.
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Algorithm 1 Selecting Node Set Satisfies SPP-2 (GSPP-2)
1: Input: an undirected connected network G(V, E), where V and E are the node

and edge set of the graph G, respectively.
2: Output: a node set S ⊆ V which satisfies SPP-2.
3: Begin
4: S ← V

5: for all v ∈ V

6: if S − {v} satisfies SPP-2
7: S ← S − {v}
8: endif
9: endfor Output S.

10: End

Theorem 3.1. GSPP-2 selects a minimal node set satisfying SPP-2.

Proof. First let us prove that the output S is feasible. Initially, S = V , so it must
be feasible. It is a loop invariant that S remains feasible. Thus the output S is
feasible. Next, we show that S is minimal. If not, then some v ∈ S can be removed,
but then v would have been removed when it was encountered in the loop. Thus,
Theorem 3.1 is true based on the selection procedure of GSPP-2.

Theorem 3.2. GSPP-2 has time complexity O(|V | ·∆3), where ∆ is the maximum
degree in G.

Proof. For every node v in V , we need to check its 1-hop neighborhood N(v), to
see whether S–{v} provides equivalent shortest path for v’s neighbors. This step
requires at most O(∆3) time (for each pair of v’s neighbors, it needs O(∆) time to
check a path, and there are at most ∆2 pairs), and totally we need to check |V |
nodes. Therefore the time complexity of GSPP-2 is O(|V | ·∆3).

Theorem 3.3. GSPP-2 has approximation ratio ∆.

Proof. Let G = (V, E) be an instance of SPCDS, Sopt be an arbitrary optimum
solution, Salg be an arbitrary minimal solution selected from our algorithm. We
partition V into four sets as follows:

B: Sopt ∩ Salg (nodes in both solutions)
P : Sopt\Salg (nodes only in the optimum solution)
M : Salg\Sopt (nodes only in the minimal solution)
N : all remaining elements of V (nodes in neither solution)
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If P = ∅, then by the minimality of Salg, Salg = Sopt. Otherwise, let Mi be those
nodes u ∈M such that the closest node v ∈ P is i hops away. Then we will have:

(1) Mk = ∅ for all k ≥ 3.
Suppose for contradiction such a node u exists. By minimality of Salg,

there is some pair of nodes a and b such that u is their only common neighbor in
Salg, and hence B ∪M . Since u ∈M , a and b share no common neighbor in B.
Since u is at least three hops away from any node in P , a and b share no common
neighbor in P . So a and b have no common neighbor in Sopt, contradicting the
feasibility of Sopt.

(2) If u ∈M2 then u has a neighbor v ∈ B, and v has a neighbor w ∈ P .
Pick up any u ∈M2. Then there is a path of length 2 from u to some node

w ∈ P , and u and w are not neighbors. By the feasibility of Sopt, u and w must
share a common neighbor in B or P . Since u ∈M2, u has no neighbor in P . So
u and w share a neighbor v ∈ B.

Since all nodes in M2 have a neighbor in B, and itself has a neighbor in P , |M2| ≤
(∆− 1)|B|; all nodes in M1 have a neighbor in P , |M1| ≤ ∆|P |. Thus,

|Salg| = |B|+ |M | = |B|+ |M1|+ |M2| ≤ |B|+ ∆|P |+ (∆− 1)|B|
= ∆(|P |+ |B|) = ∆|Sopt|,

which implies that GSPP-2 is a ∆-approximation.

4. A Distributed Algorithm for SPP-2

In this section, we discuss how to implement GSPP-2 in a distributed manner. Here
two observations provide the basis of the distributed version, Algorithm 2.

The first observation is that when deciding whether S–{v} satisfies SPP-2, we
do not need to know S in its entirety. Instead, v’s 2-hop neighborhood is sufficient.
Removing v from S can only cause SPP-2 to fail if there is some path of length 2
with v as an intermediate node, and no other node in S fills that role. Any such
path will appear in v’s 1-hop neighborhood, and all alternate paths will show up in
v’s 2-hop neighborhood.

The second observation is that the nodes need not be tested strictly sequentially.
For instance, if two nodes u and v share two common neighbors a and b, where a

and b are not neighbors, then we say that u and v interfere with each other. One
of the common neighbors of a and b must be in S to maintain SPP-2. However,
if u and v do not interfere, their status in S can be decided simultaneously. That
is, if S-{u} is safe, and S–{v} is safe, and u, v do not interfere, then S-{u, v} is
safe. Any two interfering nodes will be separated by at most two hops. We say
(V, {(u, v)|u and v interfere}) is the interference graph. Figure 3 is a simple example
of an interference graph. Figure 3(a) is the original topology for four nodes, and
Fig. 3(b) is the interference graph. (u, v) exists in the interference graph because
they neighbor both a and b, and a and b are not neighbors.
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a

b

u v u v
a

b

(a) (b)

Fig. 3. An example interference graph.

4.1. Algorithm description

Based on two observations, the main idea of Algorithm 2 can be described as follows.
First, each node constructs its 2-hop neighborhood from the 1-hop neighbor-

hoods of its neighbors. From this, it determines which nodes it interferes with.
Second, every node v should decide whether S–{v} is feasible. The nodes do not
have to do this step in a strict sequential order, but neither can they all execute it
at once. So we are going to use coloring to schedule the execution of nodes. Any
distributed graph coloring algorithm can be used to color the nodes of the interfer-
ence graph. (Neighbors in the interference graph might not be neighbors in G, so
an intermediate node may need to relay messages between interfering nodes.)

A simple distributed graph coloring algorithm is described in [19]. In each round,
every uncolored node chooses a number from 0 to ∆, the degree of the node. The
node may not choose the color of any of its colored neighbors. If a node chooses a
color not chosen by any of its neighbors that round, the node keeps it. Otherwise,
the node remains uncolored.

Once a node and all its neighbors in the interference graph are assigned colors,
the node waits for higher priority interference neighbors (as determined by the

Algorithm 2 Distributed Selection for SPP-2 (DSPP-2)
1: Input: an undirected connected network G(V, E), where V and E are the node

and edge set of the graph G, respectively.
2: Output: A node set S ⊆ V satisfying SPP-2.
3: Begin
4: Send 1-hop neighborhood information to all neighbors.
5: Wait to receive 1-hop neighborhood information from all neighbors.
6: Calculate neighbors in the interference graph.
7: Color the interference graph.
8: Wait for decisions from all interference neighbors with higher priority.
9: If v not being in the set is consistent with higher priority neighbor decisions

and SPP-2, then v decides itself not to be part of the set; else v decides itself
to be part of the set.

10: Send decision to all interference neighbors with lower priority.
11: End
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coloring). Once those nodes have decided whether to be in or out of S, the node
makes its own decision. Say, it checks if it has a pair of neighbors a and b, a and
b not themselves neighbors, and all other common neighbors of a and b are nodes
which have decided not to be in S. If so, the node decides to be in S. Otherwise, it
decides not to be in S. It then informs its lower priority interference neighbors of
its decision. Algorithm 2 shows the details. Each node v will run a copy.

The result set includes all nodes which decide themselves to be part of the set.

4.2. One scenario for DSPP-2

In this subsection, we show one possible running scenario for DSPP-2. Figure 4
is an example for such a run. The left figure is the original topology of graph G,
including 12 nodes and 17 edges. The right figure is the induced interference graph
for G, we name it as G′ (This is calculated from Line 4 to Line 6 in DSPP-2).

Next, we will run the coloring algorithm and get one potential result for G′.
Figure 5 illustrates the process of the coloring step. The left figure is the potential
color numbers for each node, which is correlated to the node degree. For instance,
[0-2] in Fig. 5(a) means that this node can choose its color from {0, 1, 2}. Next, after
running the coloring algorithm, we can have one possible coloring result as shown
in Fig. 5(b). Here we choose color number from 0 to 3, and these numbers denote
different colors: 0 is blue, 1 is yellow, 2 is red and 3 is black (This step is described
in Line 7 in DSPP-2). Let 0 be the highest priority, and 3 the lowest.

(a) (b)

Fig. 4. Scenario for DSPP-2: (a) Topology; (b) Interference graph.

[0-1]

[0-2]

[0-3]

[0-1]

[0-2]

[0-1]

[0-1]
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[0-3]

[0-3]

[0-3]

3

1

0

0

0

0

1 1

12

2

2

(a) (b)

Fig. 5. (Color online) (a) Color selection range; (b) Potential color selection.
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(a) (b)

(c) (d)

Fig. 6. (Color online) (a) Decision for blue nodes; (b) decision for yellow nodes; (c) decision for
red nodes; (d) decision for black nodes.

After the coloring process, we have the priority order for each node. Then they
can decide whether they belong to target set S independently according to priorities.
Figure 6 shows the results for each priority. Figure 6(a) illustrates decision process
for nodes with priority 0 (blue color); after all blue nodes make their decision, nodes
with priority 1 (yellow color) will make decisions (shown in Fig. 6(b)); next, nodes
with priority 2 and 3 will run this algorithm in turn (shown in Figs. 6(c) and 6(d)).
Finally, all “checked” nodes will be selected in S as our final result. This process
is described from Line 8 to 10. Note that DSPP-2 is asynchronous, so node v can
start its run when all its neighbors with higher priority have made their decision,
regardless of whether nodes with higher priority elsewhere have finished.

4.3. Performance analysis

In this subsection, we discuss the performance of DSPP-2, including correctness,
time complexity, message complexity and approximation ratio. Let n = |V |, m =
|E|, ∆ = maximum degree of G. In the following, we assume message sizes of at most
O(lg n) to make the time complexity and message complexity discussion meaningful
(it means that node identifier takes space O(lg n)).

Theorem 4.1. DSPP-2 has expected time complexity O(∆ lg n + ∆3) and message
complexity O(m∆ lg n).

Proof. We can divide DSPP-2 into three parts and analyze the time complexity
and message complexity separately for each part.
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Part 1: Part 1 is Lines 4 to 6 in DSPP-2, which describe how to gather 2-hop
neighborhood information and calculate the interference graph. It takes O(∆) time
and O(m∆) messages. For any two neighboring nodes u and v, u will send to v one
message for each of its other neighbors (at most ∆− 1).

Part 2: In Line 7 DSPP-2 colors the interference graph. In this step, we run the
coloring algorithm in [19] on the interference graph induced from Part 1 (not G),
so we must simulate it.

Simulating a round of the coloring algorithm takes two steps. In the first step,
messages between immediate neighbors in G are sent, as well as the first hop of
messages between 2-hop neighbors in G. In the second step, the second hop is sent.
Given u and v, u will send at most ∆ messages to v in step 1. One intended for v

itself, and one to be relayed to each of v’s other neighbors. In step 2, u will send v

at most ∆− 1 messages, relaying one message from each of u’s other neighbors. So
we increase the time complexity of the coloring algorithm at most by a factor of ∆.

The algorithm in [19] terminates in O(lg n) time with high probability. It assigns
at most ∆′ + 1 colors, where ∆′ is the maximum degree of the interference graph.
So our simulation terminates in O(∆ lg n) time with high probability. Trivially, it
uses O(m∆ lg n) messages with high probability.

Part 3: Lines 8 to 10 in DSPP-2 state Part 3. Since interfering nodes are at most
two hops apart, the maximum degree of the interference graph (∆′) is no more than
the largest 2-hop neighborhood. That, in turn, is bounded by ∆2. So at most ∆2 +1
colors are assigned to the nodes. Once all nodes are colored, nodes with color 0 will
make the decision to be in or out of S. Similarly to the relaying strategy when
simulating the coloring algorithm, these decisions will be reported to interference
neighbors within O(∆) time. Successive colors will be resolved with the same time
bounds. There are at most ∆2 +1 colors, so this stage of the algorithm takes O(∆3)
time. There are O(m∆) edges in the interference graph. We send one decision mes-
sage along each edge of the interference graph, and each such message is simulated
with at most two messages. So this stage uses O(m∆) messages.

Therefore, DSPP-2 has expected time complexity O(∆ lg n + ∆3) and expected
message complexity O(m∆ lg n).

Theorem 4.2. DSPP-2 selects a minimal node set satisfying SPP-2.

Proof. To prove the correctness of DSPP-2, we want to show that the output of
DSPP-2 is a potential output of the centralized greedy algorithm GSPP-2.

Suppose we run DSPP-2. In Part 2 we choose a coloring. Then consider a run of
GSPP-2, in which nodes are ordered consistent with the coloring we chose in Part 2.
We order the nodes as {v1, v2, . . . , vt}. We want to argue that the outputs of these
two algorithms are the same. Now we use induction to prove vi the statement.

Assume for induction, the nodes in queue before vi all make the same decision in
GSPP-2 and DSPP-2. Now we prove that vi makes the same decision in GSPP-2 and



December 28, 2009 15:19 WSPC/257-DMAA 00034

450 J. K. Willson et al.

DSPP-2. Consider the interference neighbors of vi. From coloring procedure, each
interference neighbor has either higher or lower priority than vi. By the ordering of
nodes, neighbors with higher priority have smaller subscript than vi. Therefore, by
inductive hypothesis, these neighbors make the same decision.

We can separate these neighbors into two sets, one includes all neighbors which
decide themselves in the SPP-2 set (named as Nin), while the other includes neigh-
bors which decide themselves not in the SPP-2 set (named as Nout). Similarly,
neighbors with lower priority have greater subscript than vi. We consider them as
the third set (Nun). Let SG be the value of S in GSPP-2 before we consider vi.
Nin ⊆ SG by inductive hypothesis. Similarly, Nout ∩ SG = ∅. Now we prove that
Nun ⊆ SG. That is true because neighbors with lower priority have not decided yet,
so they must be in SG. We can conclude that vi will make the same decision in
GSPP-2 and DSPP-2.

According to Theorem 4.2, we can see that DSPP-2 has approximation ratio ∆.

5. Performance Evaluation

To measure the effectiveness of our distributed algorithm for SPP-2 (DSPP-2), we
simulate DSPP-2 on several randomly generated connected topologies. Simulation
results show that DSPP-2 not only produces good results, which are very close to the
optimal solution in the small scale networks, but also achieves better performance
than Wu’s algorithms [31] (even his improved algorithm) in large scale networks.

5.1. Simulation environment

As mentioned above, we simulated DSPP-2 on randomly generated connected
topologies. To evaluate DSPP-2 with different node densities (which represents
the size of our network), we simulate this algorithm on topologies with different
numbers of nodes in a square region of 100× 100 m2. We first deploy nodes in the
area randomly with uniform distribution. Then if the distance between two nodes
is less than the maximum transmission range, we generate the edge between them.
We need to check the connectivity after deployment. Since we consider connected
dominating set, we should guarantee that the topology we generate is connected. If
the result is not connected, we drop this topology and redo the deployment until
we get a feasible topology.

Figure 7 shows some typical topologies for our simulation. It exhibits four topolo-
gies with different N and R values in this square region. Here N is the number of
nodes in one topology, and R is the maximum transmission range. Figures 7(a) and
7(b) are examples of small scale networks, while Figs. 7(c) and 7(d) are examples
of large scale networks. It is easy to see that when R and N increase, it is much
easier to form a connected topology for our simulation.

To show the effectiveness of DSPP-2, we compare our results with Wu’s algo-
rithm in [31] and its improved version. For simplicity, we name the original Wu’s



December 28, 2009 15:19 WSPC/257-DMAA 00034

Efficient Distributed Algorithms for Topology Control Problem 451

(a) (b) (c) (d)

Fig. 7. Topology examples for simulations: (a) N = 30, R = 10; (b) N = 30, R = 20; (c) N = 100,
R = 15; (d) N = 100, R = 30.

algorithm as Wu-Sim algorithm, and Wu’s algorithm with the two rules improve-
ment as Wu-Imp algorithm. All experimental results in this section are the averages
of one thousand runs with the same N and R.

5.2. Verification of DSPP-2

In this subsection, we compare the results of optimal solution for shortest path
connected dominating set (SPCDS) to the results produced by DSPP-2, Wu-Sim,
and Wu-Imp algorithms. Since the SPCDS problem is NP-hard, we only check the
optimal solution for small scale network topologies. We vary the total number of
nodes N from 10 to 30 and the maximum transmission range R from 5 to 20. We
randomly generate the topologies based on these two parameters, and calculate
results on these topologies.

Table 1 shows the results for small scale networks. It shows the CDS size obtained
by the optimal solution and the other three algorithms. From the optimal results,
we find that when N increases, the optimal CDS size increases as well because we
need more nodes in the set to guarantee that between any pair of nodes, there is a
shortest path in the dominating set. On the other hand, when we fix N and increase
R, the optimal CDS size decreases a little. The reason behind this is that

(1) With fixed node locations, increasing R will increase the number of edges, and
a more strongly connected graph can be covered more cheaply. This explains
when R increases, the optimal size decreases;

(2) With small transmission range, some topologies will not connected, and thus
discarded by our topology generation procedure. The same topologies with a
larger transmission range will be connected, and such type of topologies will
require a large CDS. Such CDSs will make the average result larger. This is
why the optimal size decreases only a little when R increases.

From Table 1, first of all, we can find that the output of DSPP-2 is closer to
the optimal solution than Wu-Sim or Wu-Imp. We find that on average, the output
of DSPP-2 is 0.01% larger than the optimal CDS, while the output of Wu-Imp
is around 30% larger than the optimal solution and Wu-Sim gets about twice the
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Table 1. Comparison among Wu, DSPP-2, and optimal solution.

CDS size CDS size

N R Wu-Sim Wu-Imp DSPP-2 Optimal N R Wu-Sim Wu-Imp DSPP-2 Optimal

10 5 6.59 4.85 3.72 3.71 10 15 6.42 4.53 3.48 3.46
15 5 10.44 8.19 6.29 6.29 15 15 11.03 8.01 5.88 5.88
20 5 15.32 11.86 8.88 8.87 20 15 15.57 11.43 8.46 8.41
25 5 19.97 15.26 11.3 11.28 25 15 19.86 14.99 11.35 11.33
30 5 24.96 19.13 14.51 14.47 30 15 24.69 18.15 13.49 13.45

10 10 6.7 4.85 3.78 3.77 10 20 6.49 4.63 3.45 3.44
15 10 10.95 8.29 6.14 6.12 15 20 10.97 7.19 5.71 5.66
20 10 15.51 11.52 8.69 8.63 20 20 15.89 11.06 7.99 7.97
25 10 20.04 15.06 11.07 11.06 25 20 20.68 14.82 10.76 10.7
30 10 24.82 18.9 14.27 14.21 30 20 25.11 18.47 13.69 13.63

number of nodes as the size of the optimal solution. Secondly, our two observations
in the previous paragraph apply to Wu-Imp and DSPP-2 as well. However, when we
keep N fixed and increase R, Wu-Sim does not show the same trend compared with
the optimal solution. Therefore, DSPP-2 achieves results very close to the optimal
solution, much better than the other two heuristic algorithms.

5.3. CDS size

In this subsection, we check one of the most important parameters for the algo-
rithm, the CDS size. We vary the experimental setup from small scale topologies to
large scale topologies. The number of nodes in the CDS determines the number of
wireless devices which participate in the routing process, maintain routing tables,
and exchange packets, which costs a large amount of energy. Thus this parameter
is crucial for network performance. We choose N from 10 to 100 and we test four
different maximum transmission ranges R: 15, 20, 25, and 30.

Figure 8 shows the results obtained by DSPP-2 as well as Wu-Sim and Wu-Imp.
The CDS ratio is defined as the CDS size divided by the total number of nodes N .
Next, we discuss several observations from these results.

Performance of our heuristic: Figure 8 shows that our DSPP-2 always achieves
the lowest CDS ratio among these three algorithms. It means that fewer nodes will
maintain the routing table when using our algorithm. More specifically, from the
figures, we find that Wu-Sim always selects 65%–98% of the total nodes for the CDS.
In other words, almost every node maintains the routing table. Wu-Imp achieves
better solutions, in which about 45% of the nodes will be selected for the CDS when
N is small, while around 70% of the nodes will be selected when N is large. Our
DSPP-2 always gets the best results, and less than 50% of the nodes will be selected
for the CDS even when the topology is large.

Trend discussion: All three algorithms show the same trend, as we discussed in
Sec. 5.2. In detail, the CDS size increases when N increases. On the other hand,
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Fig. 8. (Color online) CDS size ratio versus number of nodes N .

when we keep N fixed, Wu-Imp and DSPP-2 show a slightly decreased CDS size as
R increases, with the same reason as we discussed before. However, Wu-Sim exhibits
an opposite trend, pushing more nodes into the CDS as R increases.

Explanation on trend variation: From Fig. 8, we can see that the CDS size
ratio increases rapidly when N grows from 5 to 40. It still increases when N becomes
larger, but becomes nearly constant. We can explain this trend as follows: when N

is small, we do not have many choices to keep the topology connected. It is more
likely that we will generate a graph with simple topology, where node pairs may
have unique long shortest paths. Based on this, small size topologies will achieve
small size CDS. When N increases, the topology becomes complicated, which means
that each node has higher probability to be the intermediate node of some shortest
paths. Thus the CDS size ratio increases rapidly. However, the increasing trend will
slow down when N is sufficiently large. The reason is that when N increases, the
topology has more chance to become a mesh, which allow diverse shortest paths
between different node pairs. Thus each pair of nodes has more choices to connect
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with each other, and we do not need to insert all of these possibilities into our CDS
size. Therefore, the CDS ratio almost keeps constant.

Finally, from the results, we can get the following conclusion: the total number
of nodes N has greater effect on the CDS size than R does, which means that we
can use a little bit smaller maximum transmission range (e.g. R = 25) and apply
our DSPP-2 algorithm to achieve a good CDS size as well as save the power for the
nodes in CDS.

5.4. Diameter, Average Hop Count and Average Hop Distance

In wireless networks, the key measurement to evaluate the system performance is
energy consumption. A good topology control strategy can extend system lifetime
and make it energy-efficient. In this subsection, we test another three main param-
eters which directly affect the power consumption in wireless networks: Diameter
(DIA), Average Hop Count (AHC), and Average Hop Distance (AHD). Diame-
ter denotes the longest Euclidean distance along a path among all shortest paths
between pair of nodes in the network, and Diameter Path is this longest path. It
measures the worst case of energy consumption when dealing with a unicast require-
ment. Average Hop Count is the average number of hops between any pair of nodes
in the network. Average hop distance is the sum of the Euclidean distance for all
pair shortest path divided by the number of pairs in the network. AHC together
with AHD determine the average energy consumption for long term traffic load.

Simulation on diameter: Figure 9 shows the diameter evaluation. In Fig. 9(a),
we first check the performance of DSPP-2. We want to measure the diameter divided
by the maximum transmission range (DIA

R ) — which denotes a minimum hop count
for the diameter path. Through Fig. 9(a), we firstly get the hint that the smaller
range R is, the more number of hops the diameter will go through, which means
the longest path inside CDS will need more nodes to store and forward, leading to
more energy consumption. Secondly, when we look at the point where N = 100, the
diameter for R = 15 and 20 is around 120 while the diameter for R = 25 and 30
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Fig. 9. (Color online) (a) Diameter evaluation for DSPP-2; (b) diameter difference ratio between
Wu-Sim and DSPP-2; (c) diameter difference ratio between Wu-Imp and DSPP-2.
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is around 100, which is smaller than 120. The reason behind this is that when the
range is larger, more edges will introduced to the randomly generated topologies,
which give us the opportunity to reduce the diameter. On the other hand, when
N is small, the smaller range achieves smaller diameter because of the connectivity
requirement for the topologies. Therefore, when the number of nodes is large, the
network with larger transmission range performs better.

Figure 9(b) shows the percentage of difference between the Wu-Sim algorithm
and DSPP-2 while Fig. 9(c) shows the difference between Wu-Imp algorithm and
DSPP-2. The Diameter Exceed Percentage is defined as the diameter produced
by Wu-Sim (for Fig. 9(b)) or Wu-Imp (for Fig. 9(c)) minus the diameter pro-
duced by DSPP-2 divided by the diameter of DSPP-2. From these two graphs, our
DSPP-2 performs better with respect to diameter, which means that when the
unicast requirement comes, DSPP-2 will consume less energy than the other two
algorithms.

Simulation on average hop count: Figure 10 measures the average hop count.
We first present the results produced by DSPP-2, shown in Fig. 10(a). From
Fig. 10(a), when the range increases, the average hop count (AHC) decreases.
Because if we increase R, each node can cover more area, which leads to fewer
hop counts between node pairs. Furthermore, we see the connectivity requirement
on the topologies leads to small AHC when N is small. When N is large, the AHC
remains almost the same because the topology is more dense, which provides fewer
hop counts for a given node pair. Therefore, although the number of node pairs
increases, we can still get a low AHC. Same as Figs. 9(b) and 9(c), we test the
other two algorithms and compare the results with those achieved by DSPP-2. The
Exceed Hop Count Ratio is defined as average hop count achieved by Wu-Sim (for
Fig. 10(b)) or by Wu-Imp (for Fig. 10(c)) minus that achieved by DSPP-2 over the
average hop count achieved by DSPP-2. From these two figures, when a broadcast
request comes, DSPP-2 always goes through fewer hops within the CDS than the
other two algorithms, which means fewer number of intermediate nodes will store
and forward the message.
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Fig. 10. (Color online) Average hop count versus number of nodes: (a) average hop count evaluation
for DSPP-2; (b) hop count difference ratio between Wu-Sim and DSPP-2; (c) hop count difference
ratio between Wu-Imp and DSPP-2.
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Fig. 11. (Color online) Average hop distance versus number of nodes: (a) average hop distance
evaluation for DSPP-2; (b) diameter difference ratio between Wu-Sim & DSPP-2; (c) diameter
difference ratio between Wu-Imp & DSPP-2.

Simulation on average hop distance: Figure 11 evaluates the last parame-
ter: average hop distance (AHD). We first show the AHD produced by DSPP-2 in
Fig. 11(a). In order to compare with R, we show a parameter named Average Hop
Distance Over R, which is the average hop distance divided by the maximum trans-
mission range (AHD

R ). We find that when R increases, the Average Hop Distance
Over R decreases. For example, we need more than 81% of R when R = 15, while
we only need around 77% of R when R = 30, here N ≥ 80. The reason behind this
is that if R increases, node pairs have high probability to choose a shortest path
with few hops.

Figures 11(b) and 11(c) show the average distance difference between Wu-Sim
(for Fig. 11(b)) or Wu-Imp (for Fig. 11(c)) and DSPP-2. The interesting observation
from these two figures is that both Wu-Sim and Wu-Imp achieve better AHD value
than DSPP-2 in most cases, because these two algorithms put more nodes into the
CDS. However, when we increase R and N , DSPP-2 can achieve a better solution
than the other two algorithms.

In summary, from Figs. 9–11, we find that DSPP-2 always achieves the best per-
formance for maximum energy consumption in the worst case and provides shortest
paths with fewer hops for clients to forward messages. On the other hand, we find
that Wu-Sim and Wu-Imp have better AHD value when N and R are small. When
the topologies are dense, which means many nodes are located within a small area,
DSPP-2 can also achieve better performance on AHD.

6. Conclusion and Future Work

Finding a Connected Dominating Set (CDS) is one key method for topology control.
It is a strategy with energy-efficiency to reduce the cost of routing (e.g. reduce the
routing table size) in wireless networks. In this paper, we study a variant of CDS
with shortest path constraints to balance the size of CDS and client fairness. The
goal is to find a minimum CDS such that the subset offers at least one shortest path
for any two nodes, which has the same length compared to the shortest path of this
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pair in the original graph. We name this problem the Shortest Path Connected
Dominating Set (SPCDS) problem.

We prove that SPCDS is NP-hard by reduction from Hitting Set, then pro-
vide theoretical analysis indicating that instead of finding a SPCDS, we can simply
find a node subset which provides shortest path for all pairs of two hop neighbors
from the original graph (SPP-2). Based on this analysis, we propose two efficient
greedy heuristics for SPP-2 (one centralized and one distributed). We provide cor-
rectness, time complexity, message complexity, and approximation ratio analysis
for these two algorithms and then evaluate their efficiency by comparison with
the optimal solution in small scale networks, and comparison with Wu’s work
in [31], which demonstrates that the size of our solution is smaller. Our algorithm
is the first distributed approach to select a CDS which guarantee the fairness for
clients.

In the future, we may think about our communication model under unit disk
graph to pursue a better approximation ratio. We may also think about algorithms
for the k-spanner problem, where the length of path PCDS(u, v) through CDS is
k times the length of path PV (u, v) in the original graph (Here PS(u, v) denotes
the shortest path between u and v with all intermediate nodes belonging to vertex
subset S).

7. Appendix A. Discussion on NP Issues for Shortest Path
Connected Dominating Set Problem

To prove that SPCDS is NP-hard, we need to find a polynomial time reduction from
an existing NP-hard optimization problem. We use the problem Hitting Set to make
this reduction. Definition A.1 is the decision version of the Hitting Set problem.

Definition A.1 (Hitting Set). Given a finite set U with |U | = m, a family of
subsets S = {S1, S2, . . . , Sn} where each Si ⊆ U , and an integer K, a hitting set
for S is a subset H ⊆ U such that H ∩ Si �= ∅, ∀i = 1, 2, . . . , n, and |H | ≤ K.

Theorem A.2. HS ≤p
m SPCDS.

Proof. As shown in Theorem 2.7, SPCDS problem is equivalent to SPP-2 problem,
we need to prove HS ≤p

m SPP-2. Give an instance of Hitting Set. Now we try to
build an instance of SPP-2. We make a graph G according to Algorithm 3.

Figure 12 is a simple example of this reduction. Here U = {u1, u2}, S1 =
{u1, u2}, and S = {S1}. We illustrate the topology by three steps separately (shown
in Figs. 12(a)–12(c) respectively), and to make the graph easily recognized, in
Fig. 12(c) we use dotted lines to connect (pi, pj) (This denotes the clique con-
struction for all pairs in P ).

It is trivial that Algorithm 3 takes polynomial time to finish the reduction. Next,
we prove the correctness of this reduction.
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Algorithm 3 Reduction from HS to SPP-2
Input: A set U , and a family of subsets S = {S1, S2, . . ., Sn}.
Output: An undirected graph G = (V, E).

1: Begin
2: Step 1: For each element ui ∈ U , we create a node ui, and for each subset

Sj , we create two nodes sa
j and sb

j . Set V ← {ui} ∪ {sa
j } ∪ {sb

j} (i = 1, 2, . . . , m

and j = 1, 2, . . . , n). For each ui ∈ Sj , set E ← E ∪ {(ui, s
a
j ), (ui, s

b
j)}.

3: Step 2: For every pair of nodes (u, v) in V except (sa
j , sb

j), we create
two nodes pk, qk, and three edges. Set V ← V ∪ {pk, qk} and E ← E ∪
{(u, pk), (v, pk), (pk, qk)}.

4: Step 3: For every pair of nodes (pi, pj), set E ← E ∪ {(pi, pj)}. So all pi’s
form a clique.

5: End

1u 2u

as1

bs1

as1

bs1

1u 2u
1p

1q
2p

2q

4q 5q

3q

4p 5p

3p

(a) (b) (c)

Fig. 12. Example for reduction. (a) result for Step 1; (b) result for Step 2; (c) result for Step 3.

HS ⇒ SPP-2: Assume there exists a solution H for Hitting Set (|H | ≤ K). We
are going to choose P ∪H to form the result of SPP-2, where P = ∪k{pk}. Clearly
|P ∪H | ≤ |P |+ K. Arbitrarily pick up two nodes (a, b) from G with distance 2, we
prove that there exists a node v ∈ P ∪H such that (a, v) ∈ E and (b, v) ∈ E. We
enumerate all possible conditions.

(1) If a ∈ Q or b ∈ Q (Q = ∪k{qk}), without loss of generality, let a ∈ Q. Then a

only has one neighbor, pk, which must belong to P . So a and b are connected
by pk, which is an element of P ∪H .

(2) If a ∈ P or b ∈ P (set a ∈ P as well), since every node must have a neighbor in
P , b has a neighbor pk. Based on Algorithm 3, Step 3, the elements of P form
a clique, which means (pk, a) ∈ E.

(3) If a, b �∈ P ∪Q, then a, b ∈ {ui} ∪ {sa
j } ∪ {sb

j}.
(a) If (a, b) = (sa

j , sb
j) for some j, then by the correctness of the solution to

hitting set, there exists some element ui ∈ H which belongs to set Sj . By
the construction of Algorithm 3, (sa

j , ui) ∈ E and (sb
j , ui) ∈ E.
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(b) Otherwise, also by the construction of Algorithm 3, Step 2, there exists some
pk to connect a and b together, and pk ∈ P ∪H .

Thus if there exists a solution of hitting set of size K or less, then there exists a
solution of SPP-2 of size |P |+ K or less. We proved the first part.

HS ⇐ SPP-2: Suppose we have a solution of SPP-2 of size |P | + K. First we
need to prove that P is a subset of any feasible solution. Take an arbitrary element
pk of P , pk has a neighbor qk, and qk’s only neighbor is pk. Therefore, pk must
belong to any feasible solution to connect qk.

Next, take any pair of (sa
j , sb

j). They are not directly connected, and every path
of length 2 goes through a node ui ∈ U , where ui is an element of Sj . By the
correctness of the solution, one such ui must belong to our solution. We combine
them together to make a hitting set. Moreover, we know that the size of our solution
is bounded by |P |+ K, and as P must be in this solution, the size of such {ui} is
bounded by K. Thus if there exists a solution of SPP-2 of size |P |+K or less, then
there exists a solution of hitting set of size K or less.

Therefore, we have that HS ≤p
m SPP-2, which proves Theorem A.2.
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[3] C. Ambühl, T. Erlebach, M. Mihal’ák and M. Nunkesser, Constant-factor approxima-
tion for minimum weight (connected) dominating sets in unit disk graphs, in Approxi-
mation, Randomization and Combinatorial Optimization. Algorithms and Techniques,
in Proc. 9th Int. Workshop on Approximation Algorithms for Combinatorial Opti-
mization Problems (APPROX 2006) and 10th Int. Workshop on Randomization and
Computation (RANDOM 2006) (Springer, Berlin/Heidelberg, 2006), pp. 3–14.

[4] B. S. Baker, Approximation algorithms for NP-complete problems on planar graphs,
J. ACM 41 (1994) 153–180. Extended abstract published in the proceedings of
FOCS’83 (1983), pp. 265–273.

[5] M. Burkhart, P. V. Rickenbach, R. Wattenhofer and A. Zollinger, Does topology
control reduce interference? Proc. 5th ACM Int. Symposium on Mobile Ad Hoc Net-
working and Computing (MobiHoc’04) (2004), pp. 9–19.

[6] M. Cadei, X. Cheng and D. Z. Du, Connected domination in ad hoc wireless networks,
in Proc. 6th Int. Conf. Computer Science and Informatics (2002).

[7] X. Cheng, X. Huang, D. Li, W. Wu and D. Z. Du, Polynomial-time approximation
scheme for minimum connected dominating set in ad hoc wireless networks, Networks
42 (2003) 202–208.

[8] B. N. Clark, C. J. Colbourn and D. S. Johnson, Unit disk graphs, Discrete Math. 86
(1990) 165–177.

[9] U. Feige, A threshold of lnn for approximating set cover, Proc. 28th ACM Symposium
on Theory of Computing, ACM (1996) 314–318.



December 28, 2009 15:19 WSPC/257-DMAA 00034

460 J. K. Willson et al.

[10] X. F. Gao, Y. C. Huang, Z. Zhang and W. L. Wu, (6+ε)-approximation for minimum
weight dominating set in unit disk graphs, The 14th Annual International Computing
and Combinatorics Conference (COCOON 2008), Dalian, China, June 27–29 (2008).

[11] B. Gao, Y. H. Yang and H. Y. Ma, An efficient approximation scheme for minimum
connected dominating set in wireless ad hoc networks, IEEE Vehicular Technology
Conference No. 60, Los Angeles CA (2004).

[12] M. R. Garey and D. S. Johnson, Computer and Intractablity: A Guide to the Theory
of NP-Completeness (Fressman, San Francisco, 1978).

[13] B. Han and W. J. Jia, Design and analysis of connected dominating set formation for
topology control in wireless ad hoc networks, Proc. 14th International Conference on
Computer Communications and Networks (ICCCN 2005) (2005), pp. 7–12.

[14] B. Han, H. H. Fu, L. D. Lin and W. J. Jia, Efficient construction of connected dom-
inating set in wireless ad hoc networks, Proc. First IEEE International Conference
on Mobile Ad Hoc and Sensor Systems, Florida (2004).

[15] H. B. Hunt III, M. V. Marathe, V. Radhakrishnan, S. S. Ravi, D. J. Rosenkrantz and
R. E. Stearns, NC-approximation schemes for NP- and PSPACE-hard problems for
geometric graphs, J. Algorithms 26 (1998) 238–274.

[16] B. H. Kim, J. K. Ahn, H. S. Kim, D. W. Roh, D. Y. Seo and S. H.
Won, Packet transmission acknowledgement in wireless communication system,
http://www.freepatentsonline.com/7372831.html.

[17] D. Y. Kim, W. Wang, C. C. Ma, N. Sohaee and W. L. Wu, A new clustering scheme
for underwater acoustic sensor networks, submitted to IEEE Transactions on Mobile
Computing (IEEE TMC), 2008.

[18] K. Jain, J. Padhye, V. N. Padmanabhan and L. L. Liu, Impact of interference on
multi-hop wireless network performance, Wire. Netw. 11 (2005) 471–487.
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